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Abstract-- Very short term wind speed forecasting is
necessary for wind turbine control system. In this study, a new
integrated approach using Wavelet-based networks and PSO is
proposed for very short term wind speed forecasting. PSO
algorithm isused for training a Wavelet networ ks and the whale
integrated approach is applied for wind speed prediction. As a
case study, the wind speed data from a site in Denmark with 2.5
s measured resolution is used for training and test of the
network. Proposed approach is compared to multi layer
perceptron networ ks with Back Propagation training algorithm.
Results show that the new approach improve Mean Absolute
Percentage Error (MAPE) and Maximum error of prediction.

Index Terms— Mean absolute percentage error, Particle
swarm optimization (PSO), Very short term, Turbine
application, Wavenet.

|. INTRODUCTION

ARIATION of wind speed are in the range of seconds,

minutes, hours, days, weeks, seasons and years. In long-
term planning for wind turbine installations, the wind speed
prediction should be for years ahead [1]. However, control
sysem of a wind turbine, requires prediction times in the
range of seconds ahead of our interest, because the major
problem with the control of wind turbines is the deays
associated with the wind turbine system. These delays affect
the response of the system in respect to controller action [1].
Very short term wind speed prediction can be used for
dynamic control of a wind turbine, due to importance of
short-term decisions. The short term decisons could be
classified as connection of a load, changing the pitch of the
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blades and/or any other control action which involves deays.
Loats of works have been done for wind speed prediction that
most of them are about prediction in bigger ranges. Alexiadis
et a. [2] propose an artificial neural network model for
forecasting average values of the following 10 min or 1 hour
wind speed and the related eectrical power of wind turbines.
This work was focused on the operation of power systems
with integrated wind parks. Hoppmann et al. [3] develop a
system for short-term prediction of the maximum wind speed
on the basis of continuous wind measurements at distinct
locations of a high-speed railway line. Kariniotakis et al. [4]
introduce a new methodology for assessing on-line the
prediction risk of short-term wind power forecasts. This
methodology is characterized by two different concepts, the
uncertainty and prediction risk estimation. Potter et al. [5]
describe a novel approach for very short-term wind speed
prediction using adaptive neuro-fuzzy inference system. Their
approach verified with a case sudy from Tasmania,
Australia. Negnevitsky et al. [6] use an adaptive neuro-fuzzy
inference system (ANFIS) to forecasting wind time series.
Oztopal [7] develop an Artificial Neural Network, tuning
weighting factors of surrounding stations necessary for the
prediction of a pivot station. Geometrical weighting functions
are necessary for regional estimation of the regional variable
at alocation with no measurement, which is referred to as the
pivot station from the measurements of a set of surrounding
stations. Cadenas et a. [8] compare two techniques for wind
speed forecasting in the South Coast of the state of Oaxaca,
Mexico. These two methods were Autoregressive Integrated
Moving Average (ARIMA) and the Artificial Neural
Networks (ANN). Sahin et a. [9] generate hourly wind speed
data in northwestern region of using transition matrix
approach of the first-order Markov chain method. For this
purpose, the wind speed time series is divided into various
states depending on the arithmetic average and the standard
deviation. Shamshad et a. [10] use the transition matrix
approach of the Markov chain process to generate Hourly
wind speed time series data of two meteorological stationsin
Malaysia for stochastic generation of wind speed data. In [10]
The transition probability matrices have been formed using
two different approaches: the first approach involves the use
of the first order transition probability matrix of a Markov
chain, and the second involves the use of a second order
trangtion probability matrix that uses the current and
preceding values to describe the next wind speed value. Riahy
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et al. [1] utilize the linear prediction method in conjunction
with filtering of the wind speed waveform as a new method
for short-term wind speed forecasting.

In this study, an integration of wavel et-based networks and
PSO are applied. Wavelet-based networks are proposed to
moded the highly nonlinear, dynamic behavior of the wind
speed and to improve the performance of traditional ANNS.
PSO is used for learning the wavelet-based networks as an
optimizing algorithm, because the main object of training of
artificial neural networks is founding weights and hiases so
that minimize training error, Hence we can approach problem
of wavelet-based networks training as an optimization
problem. The onelayer networks of the wavelet, the
weighting, and the summing nodes are built by PSO
algorithm.

The rest of this paper is organized as follows. Section Il is
devoted to exposition of waveet-based networks. Then in
section 111 PSO algorithm is explained. Section IV presents
adaptation of PSO agorithm for waveet-based networks
training. Finally, in section V, results of simulation are given.

II. WAVELET NETWORKS
For the multidimensional function f (X, X,,K,X,) the
wavel et function can be obtained by the scalar product of Y

y (x)=y (><1,Xz,---,xn)=(5y (%) )

The corresponding wavelet function family is defined as:
i =t ()= det(a 2y [Ax- b]

‘bl R",A=diag(a),al R
For more details about wavelet transform, see Daubechies
[11].
Most Feed-forward Neural Networks (FNN) are the expansion
modes of the bass function (such as sigmoid basis, radial
bass, spline bagis, etc.), and which have good performancein
function approximation. The network can be viewed as a
complex nonlinear mapping mode :

el

L
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where M and N are the node numbers of the input and output
layers, respectively, L isthe node number of the hidden layer,
) is the activating function of the node in the hidden layer,
Wy ,j and W  are the connection weights from the input

layer to the hidden layer and from the hidden layer to the
output layer, respectively, and q; is the threshold of the

hidden node j. Wave et networks are just feed-forward neural
networks with only one hidden layer consisting of the wavel et
function from the wavelet family [12]. If the wavelet family

(2) constitutes an orthonormal basis of LZ(R”) then
selecting elements of this family for the construct wavelet

2

network of the form in Eqg. (4) will obviously be able to
approximate any function of L?(R") [11]. More generally,

family (2) may congtitute a frame of L2(R") instead of a
basis [13]. In this case, family (2) is redundant to span the
LZ(R”) space. It is more convenient in practice to use a

redundant wavelet family than an orthonormal wavelet bass
for congructing the wavelet network, because admitting
redundancy alows us to congtruct wavelet functions with a
simple analytical form and good spatial-spectral localization
properties. In this paper, we use such a non-orthogonal
wavelet family to congruct the wavelet network. The
structure of the wavelet network is described in Fig. 1, and
the output of the network is of the form Eq. (4) which is
presented in [14].
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Fig. 1. Structure of awave et network.
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where w; is the connection weight from the hidden layer to
the output layer, c is the vector for linear combination and b
isthe parameter for zeroing. Introducing the parameter b into
the network can make the network able to approximate the
function with a nonzero mean. The network is trained to
determine the parameters {w;,a b ,c,b,i =12,..,M} by
minimizing the mean sguare function of the training error,
which is described as follows:

18 ’
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where P is the number of training samples, and ﬁj is the

desired output of the jth sample.

The waveet function is not the global function (infinite
energy function, such as the sigmoid function), but the local
function. Therefore, among the whole input scope of the
network, the hidden nodes with the wavelet function



influence the networks output only in some local range. This
can obviate the interaction between the nodes and facilitate
the training process and generaization performance. The
radial basisis also the local function, but it does not have the
spatial-spectral zooming property of the wavel et function, and
therefore cannot represent the local spatial-spectra
characteristic of the function. So, the wavelet network should
have a better performance for approximation and forecasting
than the traditional FNN.

Ill. PARTICLE SWARM OPTIMIZATION ALGORITHM

The last three decades have witnessed the development in
efficient and effective stochastic optimizations. In contrast to
the traditional adaptive stochagtic search algorithms,
evolutionary computation (EC) techniques exploit a set of
potential solutions, named a population, and detect the
optimal solution through cooperation and competition among
the individuas of the population. These techniques often
detect optima in difficult optimization problems fagter than
traditional methods [17]. One of the maost powerful swarm
intelligence-based optimization techniques, named Particle
Swarm Optimization (PSO), was introduced by Kennedy and
Eberhart [15, 16]. PSO is inspired from the swarming
behavior of animals, and human socia behavior. During last
decade many studies focused on this method and almost all of
them, strongly confirmed the abilities of this newly proposed
optimization technique [15-20]. Abilities such as fast
convergence, finding global optimum in presence of many
local optima, smple programming and adaptability with
constrained problems. Beside, some papers worked on
improving this method by means of imposing additional
variations such as variable inertia coefficient, constriction
factor [18], maximum velocity limit, paralle optimization
[19], deflection, repulsion, stretching [17], mutation [20] and
soon.

PSO is a population-based algorithm that exploits a
population of individuals to probe promising region of the
search space. In this context, the population is called swarm
and the individuals are called particles. Each particle moves
with an adaptabl e vel ocity within the search space and retains
in its memory the best position it ever encountered. The
globa variant of PSO the best position ever attained by al
individuals of the swarm is communicated to al the particles
[17]. The genera principles for the PSO agorithm are stated
asfollows:

Suppose that the search space is n-dimensional, then the

ith particle can be represented by a n-dimensional vector, and
velocity V. :@41,\42,...,\4n§, where 1=1 2,..,Nand N is
the size of population.

In PSO, particle i remembers the best position it visited so
far, referred to asR =gp;;, ;:),2,...pm@|T , and the best position

of the best particle in the swarm is referred as

. T
G =§01, 92, 9nfl [21]-

Each particle i adjusts its position in next iteration t+1
with respect to Egs. (5) and (6) [17]:

Vi (t+2) 2w (0 (1) o (R () X (t+1))
+ozr2(Gi (t)- X (t+1))
Xi (t+1) = X; (t)+cV; (t+1) 6)

()

where W(t) is inertia coefficient which gradually decreases

from 1 at first iteration to a small magnitude about zero on a
straight line. C is congtriction factor which is used to limit

velocity, here ¢ =0.7. C, and C, denote the cognitive and

socia parameters respectively, here both of them are set to 2.
ry and r, random real numbers drawn from uniformly

distributed interval [0,1] . Number of population is set to 5

times of number of variables and for preventing explosion of
swarm, maximum allowable velocity is set to 4 times of
number of variables. Results show that, in this application,
algorithm converges within 300 to 400 iterations. Hence, 500
will be an acceptable number for iterations.

The inertia coefficient in (5) is employed to manipulate the
impact of the previous history of velocities on the current

velocity. Therefore, W(t) resolves the trade off between the

global and local exploration ability of the swarm. A large
inertia coefficient encourages global exploration while small
one promotes local exploration. Experimental results suggest
that it is preferable to initialize it to a large value, giving
priority to global exploration of search space, and gradualy
decreasing as to obtain refined solution [17].

IV. ADAPTATION OF PSO FOR WAVELET NETWORKS TRAINING

Optimization problem for one layer wavelet-based networks
are involved five parameters. They are translation matrix,
delay matrix, weights of wavelons, direct weights coefficient
and final biases. The aim of optimization is finding these
parameters such that, the mean of squared errors, defined by
(4), getsto least possible value.

Considering vector X " as the optimal parameters of a given
wavelet network, this vector can be find by means of some
different optimization methods. This optimization problem
can be solved determinigtically by mathematical method, such
as Gradient Descent, or by random based inteligent
techniques like Genetic Algorithm (GA), Smulated
Annealing (SA), Particle Swarm Optimization (PSO), and so
on.

In this paper, PSO is applied to a one layer waveet
network to find its optima parameters. Considering any

given vector X; :gxil,xiz,...,xingT , where N is the number
of network’s parameters, represents a potential solution

for X °, optimal network parameters can be determined
through a procedure consists of Egs. (5) and (6). This



network is utilized in order to predict very short term wind
speed. The data is gathered from a Danish wind farm, where
an anemometer records wind speed every 2.5 seconds.
Assuming the wind speed as a time series, the wind speed in

a given time step, V (t) can be defined as a function of

wind speeds in M preceding time steps. In our study M is
set to 10. Consequently:
V(t)=f(V(t-1),V(t-2),..V(t-10)) (7)

According to (7) and Fig. 1, proposed network consists of
10 inputs and one output.

Using MATLAB® based software provided by Zhang [22]
and some edit on it we implement both Wavenet and PSO
trained Wavenet.

One of the most important issuesin training a good neural
network is the number of hidden neurons (wavelonsin case of
wavenets). However, wavenet can approximate functions
better as far as the number of wavel ons increases, but this fact
can not guarantee the accuracy of network’s generalization.
Consequently, we should make a trade off between number of
wavelons and prediction error. In order to come over this
problem, we divided the data base into 2 subsets, first oneis
used for training the wavenet and second one is utilized for
validating the trained network’s ahility in predicting thewind
speed during predicting intervals. Optimum number of
wavelons can be obtained by trial and error, such that, the
network is trained for a reasonable range of wavelons and
optimum number is which that provides the least predicting
eror.

V. RESULTSAND DISCUSSION

In this section, results are presented from the validation of
the developed methodology for a wind farm in Denmark.
Wind speed data resolution is 2.5 seconds. The prediction
modd is the wavel et-based networks with PSO for training.

A database consist of 900 successive samplesis chosen for
training the network and testing its accuracy in generalization
of a proper function. The database is divided into two subsets.
Each one includes 450 samples. Odd samples are used for
training and even samples are used for validating of
network’s prediction ability. The procedure is run for arange
of hidden neurons (HN) within 1 to 10. For more confidence
about getting to nearest to optimal solution, the problem is
solved for several times for each situation and the best
attained result will be chosen as the optimal.

To show the efficiency of the proposed approach (WN-
PSO), the method is compared with wavenet network trained
by Gradient Descent (WN-GD) method and a Multi-Layer
Neural Network (MLP-GD) trained by Gradient Descent
method. Results indicate that proposed method can predict
the short term wind speed better than conventional methods.

TABLEI
AVERAGE AND MAXIMUM PERCENTAGE PREDICTION ERROR
FOR DIFFERENT NUMBER OF HIDDEN NEURONS AND METHODS.

WN-GD MLP-GD WN-PSO
#HN [ — = =
e | & e & |e | @

1 3304 | 1940 | 3314 | 1979 | 3217 | 1913
2 3347 | 1928 | 3281 | 19.87 | 3291 | 1965
3 3298 | 1840 | 3273 | 2142 | 3291 | 1965
4 | 3441 | 1999 | 3266 | 2164 | 3291 | 19665
5 3400 | 1892 | 3263 | 2161 | 3291 | 1965
6 3503 | 2152 | 3260 | 2165 | 3291 | 19.65
7 3362 | 1938 | 3267 | 2262 | 3291 | 19.65
8 3540 | 2133 | 3.394 | 4078 | 3291 | 19.65
9 3507 | 1918 | 3401 | 4244 | 3291 | 19.65
10 [ 3409 | 2002 | 3385 | 37.97 | 3291 | 1965

Table | represents the ability of different aforementioned
methods in predicting of wind speed. Considering the mean

absolute percentage error (€ ) as the criterion of efficiency,
the optimum structure of wavenet network trained by
Gradient Descent is obtained when it has 3 hidden neurons
and corresponding error is equal to 3.298%. The optimal
Multi-Layer Neural Network conssts of one hidden layer
including 6 neurons. The hidden layer utilizes well-known
sigmoid activation function. Also, the output layer employs a
linear activation function. The minimum percentage error
obtained through several runsis 3.260%.

Table | confirms that a wavedet network trained by PSO
achieves more accurate predictions rather than other methods
(3.217%), athough, the improvement is not significant.

Maximum absol ute percentage error (é ), can betaken into
account as another efficiency criterion. Results indicate that
the maximum error of MLP networks is greater than
wavenet’s.

The interesting point isthat, al wavenet networks, trained
by PSO, converge to same optimum point. The network
congisting of one wavelon is an exception. Justification of this
phenomenon is above the aspects of this study. This fact must
be considered in details in proceeding studies.

TABLEII
AVERAGE AND MAXIMUM ERROR IN WIND SPEED PREDICTION
FOR DIFFERENT NUMBER OF HIDDEN NEURONS AND METHODS [M/S].

WN-GD MLP-GD WN-PSO
#HN [ = = =
e | & | e | & |e | @

1 ]0.139 [ 0969 | 0.138 | 0.950 | 0.135 | 0.937
2 [0137 [ 0973 | 0.140 | 0.944 | 0.138 | 0.962
3 [0137] 0980 0138 | 0901 | 0.138 | 0.962
4 10137 ] 0978 | 0144 | 0979 | 0.138 | 0.962
5 10.137 [ 0980 | 0.142 | 0.926 | 0.138 | 0.962
6 | 0137 | 0979 | 0.147 | 1.054 | 0.138 | 0.962
7 10137 [ 0974 | 0.141 | 0.949 | 0.138 | 0.962
8 | 0142 1.483 | 0.149 | 1.047 | 0.138 | 0.962
9 [0142] 1543 0.145 | 0939 | 0.138 | 0.962
10 [ 0442 [ 1.381 | 0.143 | 0.980 | 0.138 | 0.962

Table 11 shows the average and maximum error in wind
speed prediction in m/s. Fig. 2 shows the results of proposed
method and its comparison with real wind speed and
prediction obtained by wavenet networks trained by Gradient
Descent.
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Fig. 2. wind speed prediction by WN-GD and WN-PSO.

Fig. 3 depicts the convergence of PSO in 5 runs. Almogt in
al runs PSO converges to same optimum point. In contrast,
gradient descent method is very sensitive to initial points.
This fact may conduct Gradient Descent to a local optimum
point too far from globa optimum point. For example, once
Gradient Descent method reached to a maximum percentage
error 108.39%, athough its mean percentage error was
3.57%. It is a common problem during training neura
networks by Gradient descent method. On the other hand, due
to stochastical inherence of PSO, this method has the
capability of avoiding from getting into local minima. PSO
owes this capability to random coefficients rand r, stated in

Eq. (5).

10° :

performance function

1 T T T
0 50 100 150 200 250 300 350
number of generations

Fig. 3. PSO convergence through 5 runs.

VI. CONCLUSION

In this paper, a new method for very short term forecasting
of wind speed is proposed. We approached the problem as
time series. On this way, we tried to define the wind speed in
any given time step as a function of wind speeds in 10
preceding time steps.

A wavelet based neural network is developed in order to

find the nonlinear relation between wind speed and its
history. An intelligent optimization method named PSO was
exploited in order to train this network. Results showed that
PSO can find optimal network parameters. Optimum
structure was obtained when our wavenet had only one
wavelon in its hidden layer.

To measure the efficiency of proposed method, results
were compared with results provided by wavenet and Multi
Layer Neural Network trained by well known Gradient
Descent method. Comparison showed that proposed method
offers a mean absolute percentage error less than both other
methods.

Furthermore, PSO represents other privileges over
conventional methods. Privileges include smplicity in
implementation and robustness in converging to nearest point
optimal solution. On the other hand, PSO is more time
consuming than other conventional methods especially when
number of optimization variables increases, the elapsed time
severely goes up. This fact indicates that there is a nonlinear
relation between number of variables and computation time.

Interestingly, it was witnessed that when the number of
wavelons is more that 2, the PSO always converges to same
optimal solution, whereas other techniques are very sensitive
to variations of number of hidden neurons.
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