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را به حداقل ممكن هاي آموزش  خطاي داده كهاست نحوي ها به  ا و باياسوزنه يافتن اندازة ،هاي عصبي هدف از آموزش شبكه – دهيچك
سازي ضرايب وزني و  كه هدف از آن بهينه ستدان سازي مسألة بهينه يك دارندةدر بر توان را مي هاي عصبي آموزش شبكه لذا. برساند
و  انتشار از الگوريتم پسهاي عصبي  وزش شبكهجهت آمهاي مرسوم  در روش باشد. ها جهت دستيابي به حداقل خطاي آموزش مي باياس

ها در مواردي كه شكل تابع غيرخطي و پيچيده باشد، ضعف و ناكارآمدي خود را  اين روش شود. استفاده مي هاي گرادياني ديگر روش
در آموزش  PSOلگوريتم به كارگيري اانجام شده است.  PSOبا استفاده از الگوريتم  آموزش شبكة عصبي در اين مقاله، دهند. نشان مي

در مسائل پيچيده توأم با فرآيندهاي  دهد كه نشان مي ،هاي عصبي و مقايسة صورت گرفته با الگوريتم آموزشي پس انتشار شبكه
و سأله دو مسازي الگوريتم ارائه شده بر روي  در انتها نتايج پياده يي بالاتري را به همراه دارد.رآاستفاده از الگوريتم جديد كا غيرخطي،

  مقايسة آن با روش آموزشي پس انتشار آورده شده است.

  سازي مربعات خطا. انتشار، كمينه ، الگوريتم پسPSOهاي عصبي چند لايه، الگوريتم  شبكه - كليد واژه

  

 مقدمه - 1

هاي غيرخطي محاسباتي براي  هاي عصبي، الگوريتم شبكه
در طول هاي عددي هستند.  پردازش تصوير، سيگنال و داده
هاي عصبي مصنوعي به طور  چند دهة گذشته، از شبكه

]. 1[هاي مختلف استفاده شده است اي در زمينه گسترده
هاي عصبي مانند ديناميك دروني  چندين مشخصة شبكه

بيني، تغييرات خطاي اطلاعات و  هاي عصبي در پيش شبكه
استفاده از هاي ورودي،  داده برعدم نياز به اطلاعات اضافي 

را در بسياري از مسائل مهندسي جذاب  شبكة عصبي
پرسپترون  ، ساختاريكي از ساختارهاي شبكة عصبيكند.  مي

به وسيلة توان يك پرسپترون چند لايه را  ميچند لايه است. 
اي آموزش داد كه بتواند هر تابع  توابع غير خطي به گونه

 فرآيند اين بيني كند. گيري را تقريب زده و پيش قابل اندازه
كه شبكه اطلاعاتي دربارة توزيع  گيرد صورت ميالي در ح

هاي عصبي با استفاده از  شبكه]. 2[ ندارد نيازها  ورودي
هاي  هاي واقعي ورودي و خروجي، الگوريتم مجموعه داده

گيرند تا ارتباطات پنهاني ميان  آموزشي را به كار مي

هاي ورودي و خروجي را از طريق ضرايب وزني،  داده
هاي هر لايه، شكل  توابع اعمالي به خروجي ها و باياس

هاي آموزشي متنوعي جهت آموزش  الگوريتمبدهند. 
ترين  هاي عصبي به كار گرفته شده است. از مهم شبكه

 Backانتشار ( توان از الگوريتم پس هاي آموزشي مي الگوريتم

Propagation(  انتشار در هر مرحله  در الگوريتم پس .بردنام
محاسبه شدة جديد، با مقدار واقعي مقايسه خروجي مقدار 
ها و  با توجه به خطاي بدست آمده به اصلاح وزنو  ،شده

شود. به نحوي كه در انتهاي هر  باياسهاي شبكه پرداخته مي
كمتر از ميزان بدست آمده در  حاصلهتكرار اندازه خطاي 

سازي، حركت بر روي  تكرار قبلي باشد. اساس اين كمينه
، كه اين باشد ان تابع مربعات خطاي شبكه ميبردار گرادي

اي از تابع  گيري زنجيره بوسيله مشتقبردار نيز به نوبه خود 
  يد.آ خطا نسبت به تك تك پارامترهاي شبكه بدست مي

هاي فازي و  كه سيستم ه است] نشان داده شد3در [
براي استفاده در  بسيار مناسبيهاي عصبي قابليت  شبكه

اگر چه استفاده از الگوريتم  ارند.بيني د مسائل پيش

PSOبه كارگيري الگوريتم  �با هاي عصبي چند لايه شبكهآموزش
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هاي عصبي  ها براي آموزش شبكه انتشار در اين سال پس
ر برخي د روشاين استفاده از  امابسيار رواج يافته است، 

اين موانع شامل  .گردد موارد منجر به بروز مشكلاتي مي
 همگرايي زودرست پايين همگرايي در روند آموزش و سرع

چندين الگوريتم  ]4در [ .باشد هاي محلي مي در مينيمم
 موانع اشاره شده، غلبه بربه منظور  سازي آموزش براي بهينه

هاي جستجوگر  ، كاربرد الگوريتمامروزهارائه شده است. 
هاي  هاي عصبي به جاي روش تكاملي براي آموزش شبكه

در آموزشي مرسوم، مورد توجه محققان قرار گرفته است. 
بكة عصبي از الگوريتم ژنتيك ] براي محاسبة ضرايب ش5[

 Bayesian] از روش 6استفاده شده است. همچنين در [
  استفاده شده است. براي آموزش شبكة عصبي

 PSOالگوريتم هاي جستجوي تكاملي  يكي از اين الگوريتم
به عنوان يك جايگزين براي آموزش توان از آن  مياست كه 

  هاي عصبي استفاده كرد. شبكه

هاي  لهام گرفته از رفتار اجتماعي برخي گونها PSOالگوريتم 
ي از اين ا سازي ساده شده جانوري است كه به شكل شبيه

ارائه شد. از جمله مزاياي اين ] 7رفتارها نخستين بار در [
 GAهاي تكامل تدريجي نظير  الگوريتم نسبت به الگوريتم

و  پارامترهاي كم الگوريتم ،سازي آسان توان به پياده مي
اشاره كرد. اين الگوريتم  ن سرعت همگرايي بالاي آنهمچني

 سازي توابع، فراواني نظير بهينه مسائل مهندسيتاكنون در 
هاي  و زمينه NCنويسي  هاي فازي، برنامه كنترل سيستم

در آن به كار گرفته شده است،  GAهاي  ديگري كه الگوريتم
  با موفقيت مورد استفاده قرار گرفته است.

به معرفي اجمالي پرسپترون چند  ،ين مقالهدر بخش دوم ا
. سپس در بخش سوم، توضيحاتي پرداخته شده استلايه 

شده است.  سازي آن ارائه و روند پياده PSOدربارة الگوريتم 
در آموزش  PSOبكارگيري الگوريتم  در بخش چهارم مقاله،

عنوان شده است. در بخش پنجم اين  هاي عصبي شبكه
 دوسازي شبكة عصبي بر روي  از پيادهنتايج حاصل  مقاله،
 PSOانتشار و  آموزشي پس و مقايسة دو الگوريتم همسأل

  آورده شده است.

  پرسپترون چند لايه - 2
و  McCullochتوسط  1943مفهوم پرسپترون در سال 

Pitts  .1در شكل (به عنوان يك نورون مصنوعي ارائه شد (

  ت.با ورودي باياس نشان داده شده اس يك پرسپترون

  
  ): يك پرسپترون با ورودي باياس1شكل(

دهندة يك ارتباط غير خطي  يك پرسپترون چندلايه نشان
باشد. اين كار از  ها مي ها و بردار خروجي بين بردار ورودي

هاي قبلي و بعدي  يههر گره در لا يها طريق اتصال نرون
ها در ضرايب وزني ضرب  خروجي نرون ].8شود[ انجام مي

سازي به عنوان ورودي  تابع غير خطي فعال شود و به مي
شود. در مرحلة آموزش، به پرسپترون اطلاعات  داده مي

اي  هاي شبكه به گونه شود. سپس وزن آموزش داده مي
بيني شده و  شوند كه خطاي بين خروجي پيش تنظيم مي

تعداد دفعات آموزش به مقدار  اينكه هدف كمينه گردد و يا
سپس به منظور سنجش  ده برسد.حداكثر از پيش تعيين ش

هاي تجربه نشده صحت آموزش انجام شده، يك سري ورودي
اين وروديها، بايد متفاوت از  .شود اعمال مي به شبكه

عموماً  وروديهاي بكار گرفته شده براي آموزش شبكه باشند.
و يك مسألة  هاي عصبي بسيار پيچيده آموزش شبكه

  ت.اس سازي با تعداد متغير زياد بهينه

  الگوريتم اجتماع ذرات - 3
سازي تقليدي از  الگوريتم اجتماع ذرات يك الگوريتم بهينه

اين امعه است. ج دانش پردازشرفتارهاي جوامع جانوري در 
نخست زندگي ريشه گرفته است.  زمينهالگوريتم از دو 

ها) و دوم محاسبات  مصنوعي (مانند دستة پرندگان، ماهي
 ،اين است كه PSOريتم مبناي توسعه الگو ].9تكاملي[
سازي به صورت  هاي ممكن در يك مسأله بهينه جواب

در نظر گرفته  پرندگاني بدون حجم و خصوصيات كيفي
اين پرندگان  ،شود كه از آنان به عنوان ذرات ياد مي شوند مي

خود در  مسير حركتبعدي پرواز كرده و - nدر يك فضاي 
 فضاي جستجو را بر اساس تجارب گذشته خود و

  .دهند همسايگانشان تغيير مي

ام تحت اثر iجزء، موقعيت جزء  Nاي متشكل از  در دسته
  .قرار دارد )1مطابق معادلة ( بعدي-nبردار مكاني يك 

)1                  ( 1 2, ,...,
T

i i i inX x x x S   
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  فضاي جستجو است. Sكه در آن 

دار سرعت به صورت معادلة اين جزء همچنين داراي يك بر
  باشد. ) مي2(

)2   (           1 2, ,...,
T

i i i inV v v v S   

استفاده  اب ام،iبهترين موقعيت قبلي بدست آمده براي جز 
  شود. ) نمايش داده مي3از معادلة (

)3             ( Tiniii pppP ,...,, 21  

 تاز معادلا ه با استفادهدستموقعيت جديد اجزاي در نهايت 
  آيد. ) به دست مي5) و (4(

)4(                       
    

1

2

1i i i i

g i

V t V t cr P t X t

cr P t X t

    


  

)5                      (     1 1i i iX t X t V t     

  در اين معادلات:

gاي است كه بهترين  : شاخص به كار رفته براي ذره
  موقعيت را دارد.

tباشد. : نمايانگر تعداد تكرار مي  

c.ثابت شتاب :  

1r  2وr :] باشد. ] مي0 1اعدادي تصادفي در بازة  

سرعت هر يك از ذرات داراي مقدار حداكثري است كه 
شود كه  شود. اين عامل باعث مي توسط كاربر تعيين مي

اندازة سرعت دسته كنترل شود و از انفجار دسته جلوگيري 
قادر است ناحية جواب بهينه را  PSOاگر چه الگوريتم شود. 

بسيار سريع پيدا كند، ولي با رسيدن به اين ناحيه، سرعت 
يابد. براي رفع اين مشكل،  همگرايي آن به شدت كاهش مي

  گردد. ه صورت زير تصحيح مي) ب5) و (4روابط (

)6   (        
    

1 1

2 2

1i i i i

g i

V t V t c r P t X t

c r P t X t

    


  

)7           (     1 1i i iX t X t V t     

  در معادلات بالا داريم:

: .وزن اينرسي است  

1c.پارامتري مثبت به نام پارامتر شناختي است :  

2c.پارامتري مثبت به نام پارامتر اجتماعي است :  

اي  شود كه مصالحه استفاده از پارامتر وزن اينرسي باعث مي
بين توانايي اكتشاف سراسري و محلي دسته ايجاد گردد. 
وزن اينرسي بزرگ، محركي براي اكتشاف در سراسر ناحيه 
(حركت به سمت مناطقي از فضاي جستجو كه پيشتر 

اند) بوده، در حاليكه يك وزن كمتر مشوقي  تجربه نشده
باشد. در واقع وزن كمتر  براي اكتشاف در نواحي محلي مي

شود كه جستجو در مناطقي كه در گذشته تجربه  باعث مي
انتخاب اندازه  اند، با دقت بيشتري ادامه پيدا نمايد. شده

طلوب بين ، متضمن برقراري تعادل م مناسب براي
توانايي اكتشاف محلي و سراسري بوده و در نتيجه باعث 

گردد. نتايج تجربي نشان  افزايش كارايي الگوريتم مي
در آغاز جستجو،   كه انتخاب مقادير بزرگ براي دهند مي

باعث ميشود كه اولويت اكتشافات سراسري نسبت به 
جستجو   و با كاهش تدريجي اكتشافات محلي بالاتر رود،

در نتيجه  در فضاهاي محلي با جديت بيشتري دنبال گردد.
گردد و  انتخاب مي 1در ابتداي جستجو برابر  مقدار 

  ].10كند[ تدريجاً به صفر ميل مي

ينة در يافتن جواب به PSOبا توجه به قابليت الگوريتم 
سراسري با احتمال بسيار بالا و نرخ همگرايي بالا، از اين 

  هاي عصبي استفاده شده است. الگوريتم براي آموزش شبكه

 عصبي هاي شبكه آموزش در PSO بكارگيري - 4

 شاملسازي در آموزش يك شبكه عصبي  متغيرهاي بهينه
ام از n. اگر لايه شود. مي هاي مربوط به شبكه ها و باياس وزن

نرون باشد، آنگاه  Mورودي و  Rكه فرضي متشكل از يك شب
توان با  ) اين لايه را ميBn) و باياسهاي (Wnماتريس وزنها (

  ) بصورت زير نمايش داد:8بطه (را

)8           (

 
 

 

1
1

22 ,
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w
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1,كه در آن،  ,2 ,[ ... ]n n n n T
m m m m Rw w w w بردار وزنهايي ،

را به وروديهاي همان لايه  امMام از لايه mاست كه نرون 
توان با  كند. بردار پارامترهاي اين لايه را نيز مي مربوط مي

  نشان داد: )9(رابطه 

)9                                (

1

1

1

n

n M
n

n
M

w

w
X

b

b
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



  

هاي وزن و باياس  ماتريس ،به همين ترتيب، به ازاي هر لايه
شود. با زير هم قرار  و بردار پارامترهاي مربوطه تعريف مي

هاي شبكه، بردار متغيرهاي  دادن بردار پارامترهاي همه لايه
براي يك شبكه  شود. نهايتاً سازي مورد نظر تشكيل ميبهينه

L  لايه بردار متغيرهايX بدست 10توان از رابطه ( را مي (
  آورد:

)10                 (                      

1

2

L

X

X
X

X

 
 
 

  
 
 
 


  

در واقع اين بردار همان بردار موقعيت ذكر شده در رابطه 
) است كه مقدار بهينه آرگومانهاي آن با استفاده از 1(

  محاسبه خواهد شد. PSOالگوريتم 

، Xi )Nبردار موقعيت  Nروند كار بدين ترتيب است كه ابتدا 
، ...1،2=i كه ،(N باشد،  برابر با تعداد اعضاي دسته مي

 4 گردد. جمعيت دسته نيز معمولاً صادفي توليد ميبصورت ت
سازي انتخاب ميشود. شبكه  برابر تعداد متغيرهاي بهينه 5تا 

عصبي به ازاي پارامترهايي برابر با متغيرهاي اين بردارها 
اجرا شده و خطاي بدست آمده از هر اجرا به عنوان ميزان 

شود.  برازندگي بردار متغيرهاي آن شبكه در نظر گرفته مي
با توجه به برازندگيهاي  Pgو  Piدر اين مرحله بردارهاي 

بردار موقعيت جديد با  Nبدست آمده محاسبه گرديده، و 
) توليد ميشود. اين روند آنقدر 7) و (6استفاده از روابط (

تكرار ميشود تا همگرايي نهايي حاصل گردد. منظور از 
به نحوي همگرايي نهايي رسيدن به بردار موقعيت بهينه، 

است كه خطاي آموزش به ازاي آن كمينه گردد. در اجراي 

 ]10[ انتخاب شده 2برابر با  c2و  c1، ضرايب  PSOالگوريتم
در نظر گرفته  1) نيز در ابتدا برابر با wو ضريب اينرسي (

  كند. شده كه در طول تكرارها تدريجا به سمت صفر ميل مي

  و مقايسه سازي نتايج شبيه - 5
موزشي آبراي نشان دادن كارآيي الگوريتم  هدر اين مقال

جديد دو مثال ارائه شده است و طي آن شبكة عصبي 
با شبكة عصبي  PSOآموزش يافته با الگوريتم آموزشي 

در  شود. انتشار مقايسه مي آموزش يافته با الگوريتم پس
مسألة اول آموزش و تست كارآيي شبكه با تابع سينوسي 

هاي مربوط به سرعت باد به  ادهگيرد. سپس از د صورت مي
تر براي آموزش و تست كارآيي  عنوان يك مسألة پيچيده

هاي باد ارائه شده مربوط  داده شود. شبكه به كار گرفته مي
فركانس  باشد. اي در كشور دانمارك مي به منطقه

  ثانيه است. 5/2برداري از باد  نهنمو

آموزش به ، شود همانطور كه از نتايج ارائه شده استنتاج مي
در مورد توابعي كه داراي معادلات رياضي  انتشار پسروش 

 عملبه خوبي  ،يا داراي گسستگي نيستند هستندمشخص 
سازي انجام شده براي تابع سينوسي،  در شبيهلذا كند.  مي

نشان  PSOنتايج بهتري نسبت به روش  انتشار پسروش 
) خروجي آموزش به وسيلة روش 2(داده است. در شكل 

روش 0) خروجي آموزش به وسيلة 3و در شكل ( انتشار پس
PSO .نتايج براي تعداد دورة تناوب  نشان داده شده است

و  4(شكل هاي بعدي نمايش داده شده است. بيشتر در شكل
5(  

  ، تابع سينوسي در يك پريود.انتشار پس): آموزش به روش 2شكل(
 توانسته، كاملاً انتشار پسرود، روش  همانگونه كه انتظار مي

در  PSOاما خطاي الگوريتم  تابع هدف را تخمين بزند.
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بيني بيشتر از الگوريتم  هاي عصبي و پيش آموزش شبكه
  باشد. انتشار مي آموزشي پس

  ، تابع سينوسي در يك پريود.PSO): آموزش با الگوريتم 3شكل(

  ، تابع سينوسي در چند پريود.انتشار پسآموزش به روش  ):4شكل(

  ، تابع سينوسي در چند پريود.PSO): آموزش با الگوريتم 5( شكل
) نشان داده 6در شكل ( PSOروند همگرايي در الگوريتم 

  شده است.

  PSOالگوريتم ها در  روند همگرايي جواب): 6شكل (
هاي مربوط به باد، همان گونه كه انتظار  در مورد دادهاما 
 PSOروش  پس از اعمال نتايج مربوط به خروجي ،رفت مي

است. اين امر به  انتشار پسروش حاصل از بهتر از خروجي 
هاي  وجود تغييرات ناگهاني با شيب بسيار تند در دادهخاطر 

شود مسألة آموزش داري پيچيدگي  كه باعث مي باد است
هاي  سازي با استفاده از داده نتايج براي شبيه خاصي شود.

همچنين نتايج  .) ارائه شده است8) و شكل (7باد در شكل (
  ) ارائه شده است.1مربوط به خطاهاي دو روش در جدول (

  انتشار پس): خروجي شبكه با آموزش به روش 7شكل (

  PSO): خروجي شبكه با آموزش با الگوريتم 8شكل (
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  Mean 

Error 
Maximum 

Error  MAPE  MaxAPE 
(%)  

الگوريتم 
  4899/29  52462/3  20734/1  146675/0  انتشار پس

لگوريتما
PSO  

145247/0  958059/0  42577/3  5605/19  

  ): مقايسة خطاها در دو حالت.1جدول (
شود خطاي حاصل از  ) ديده مي1همانطور كه در جدول (

  باشد. انتشار مي بهتر از الگوريتم آموزشي پس PSOالگوريتم 

  باشد. نتايج ارائه شده، ميانگين ده بار اجراي برنامه مي

 گيري نتيجه - 6

با هاي عصبي  ن مقاله روشي جديد براي آموزش شبكهدر اي
ارائه شده الگوريتم ارائه شده است.  PSOاستفاده از الگوريتم 

در مورد توابعي كه داراي شيب تند و يا تغييرات ناگهاني 
تواند تابع هدف را تخمين بزند، در  هستند، به خوبي مي

كرد در مورد اين گونه توابع عمل انتشار پسحالي كه روش 
هاي تكاملي با  البته بكارگيري الگوريتم بخشي ندارد. رضايت

توجه به جستجوي تصادفي آنها در فضاي جواب مسأله، 
هاي عصبي را با شرايط  خودبخود فرآيند يادگيري در شبكه

كند. اما لازم به ذكر است كه  تصادفي مواجه مي
در حال تكامل هستند و  PSOهاي تكاملي از جمله  الگوريتم

تواند نتايج بهتري به  همراه  استفاده از انواع تركيبي آنها مي
  داشته باشد.
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